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Summary

•We consider a practical steelmaking-continuous 
casting scheduling problem.

•We propose an iterated greedy matheuristic(IGM),
an intuitive method to solve the problem.

•IGM performs well.

2022-02-14 Scheduling Seminar 2



Table of Contents

•Introduction

•Problem description

•MIP formulation

•Solution method: Iterated Greedy Matheuristic

•Experimental results

•Conclusion
2022-02-14 Scheduling Seminar 3



World crude steel production (in million metric tons)
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Pressure on Steelmaking Industry against Facility Expansion
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Pressure on Steelmaking Industry against Facility Expansion
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Introduction

•Expansion of conventional facility is limited

•New technology for steel industry is currently inviable. 

➢Efficient operation of existing facilities is still crucial.

Importance of steel scheduling
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Steel Production
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Introduction

1. Iron making

2. Steelmaking

3. Continuous casting

4. Rolling

Steelmaking–Continuous Casting (SCC) process is 
typically the bottleneck 

Image reference: POSCO website



SCC Process
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Problem Description

Ironmaking Steelmaking

(SM)

Refining #1

(RF1)

Continuous
casting

(CC)

RollingRefining #2

(RF2)

Refining #3

(RF3)



SCC Process schedule example
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Problem Description 1

2

3

4

5

6

Required stages
: SM → CC
: SM → RF1 → CC
: SM → RF1 → RF3 → CC
: SM → CC
: SM → CC
: SM → RF2 → RF3 → CC

SM

RF1

RF2

RF3

CC

Casts: 1 2 3 4 5 6



SCC Process schedule example
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Problem Description

Charges in a cast are 
continuously casted

1

2

3

4

5

6

Required stages
: SM → CC
: SM → RF1 → CC
: SM → RF1 → RF3 → CC
: SM → CC
: SM → CC
: SM → RF2 → RF3 → CC
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RF1

RF2

RF3

CC

Casts: 1 2 3 4 5 6



SCC Scheduling

2022-02-14 Scheduling Seminar 12

Problem Description

SM
RF
1

RF
2

RF
3

CC

Flexible Flowshop with stage skipping



Problem Description

•Parameters

•Variables

•Objective

•Constraints

SCC Scheduling Problem
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Problem Description

•Parameters

▪SCC environment

▪Charge

▪Cast: a sequence of charges

SCC Scheduling Problem
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Problem Description

SCC Scheduling Problem: Parameters
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▪SCC environment

• Stages, machines, transportation time between stages

SM

RF1

RF2

RF3

CC



Problem Description

SCC Scheduling Problem: Parameters
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▪Charge

• Required refining stages (route), Proc. time on each machine

•Max waiting time, Due date (at the last stage)

3

Required stages
: SM → RF1 → RF3 → CC

Proc. time 

Trans. time

Max waiting time

Due date

3

3

3

3

SM

RF1

RF2

RF3

CC



Problem Description

SCC Scheduling Problem: Parameters
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▪Cast: a sequence of charges

• Setup time at the last stage
before processing the first charge

setup time

43

SM

RF1

RF2

RF3

CC



Problem Description

▪Machine assignment 

▪Completion time

SCC Scheduling Problem: Variables
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Required stages
: SM → CC
: SM → RF1 → CC
: SM → RF1 → RF3 → CC
: SM → CC
: SM → CC
: SM → RF2 → RF3 → CC
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Problem Description

•To minimize

▪Cast breaks

▪Total waiting time (between stages)

▪Total earliness

▪Total tardiness

SCC Scheduling Problem: Objective
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Problem Description

•Constraints

▪At most one charge at a time in each machine

▪CC stage

•One CC machine for all charges in a cast

•No idle time in a cast in the CC stage 

▪Maximum waiting time (between stages)

SCC Scheduling Problem: Constraints
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Contribution to the Literature
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Problem Description
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Problem Description

•34 papers in 2002- 2021

Contribution to the Literature
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Problem Description

•5 Categories for analysis

Contribution to the Literature
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Problem ExperimentAssumption
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Problem Description

•Problem Type

▪Initial schedule 

▪Reschedule

•Ca-CC fix: 

▪The assignment of cast –
the machine in CC stage is 
given

Contribution to the Literature: Assumption

2022-02-14 24Scheduling Seminar



Problem Description

•Problem Type

▪Initial schedule 

▪Reschedule

•Ca-CC fix: 

▪The assignment of cast –
the machine in CC stage is 
given

Contribution to the Literature: Assumption
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In this paper

•Problem Type

▪Initial schedule 

▪Reschedule

•Ca-CC fix: 

▪The assignment of cast –
the machine in CC stage is 
given

Scheduling Seminar



Problem Description

•Objectives

▪E&T (Charge, Cast)

▪Completion time (𝐶max, 𝐶𝑗)

▪Waiting time (Max, Sum) 

•Constraints

▪Max waiting time 

▪Diff. Ch routes 

▪MC uniformity

▪Controllable time

•Data

▪# RF stages (1-5)

▪Max charges (7-900)

•Method

▪Algorithm 

▪Time limit (sec)

Contribution to the Literature: Problem & Experiment
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Problem Description

•Objectives

▪E&T (Charge)

▪Completion time

▪Waiting time (Sum) 

•Constraints

▪Max waiting time 

▪Diff. Ch routes 

▪MC uniformity (unrelated)

▪Controllable time

•Data

▪# RF stages (3)

▪Max charges (36)

•Method

▪Algorithm: IG+MIP

▪Time limit (600 sec)

In this paper
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Problem Description

•Combination of practical elements that makes the 
problem hard

▪Charges w/ different routes 
(5/34 w/ # of RF stages 3)

▪Maximum waiting time constraints

▪Minimizing Total waiting time 
(5/34 w/ waiting time as both objective and constraints)

▪Minimizing Total earliness & Total tardiness 
(4/34 w/ Charge level E/T)

Contribution to the Literature
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Notation: Parameters
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MIP Formulation
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Notation: Parameters
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MIP Formulation
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Notation: Parameters
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MIP Formulation
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Notation: Variables
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MIP Formulation

precedence variable

assignment variable

𝑈𝑘 >0 → cast break

Waiting time

Earliness / Tardiness



Minimize
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MIP Formulation

Subject to

Cast break Waiting Time Earliness Tardiness



Subject to
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MIP Formulation



Subject to
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MIP Formulation



Iterated Greedy Matheuristic

•Lower Bounds 

▪Consider a subproblem with a single cast (i.e., MIP({𝑗}) 𝑗 ∈ 𝐽).

▪Let 𝜎𝑗 be the optimal solution of MIP({𝑗}) . 

▪Valid LBs: (assuming no cask breaks in MIP({𝑗})) 

▪Let 𝑆𝑗
∗(𝜎𝑗) be a desired starting time for cast 𝑗 at CC stage. 

▪Sort the casts in a non-decreasing order of 𝑆𝑗
∗ 𝜎𝑗 for the 

algorithm.  

Overview
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Iterated Greedy Matheuristic

•Initial heuristic (IH)

▪On the empty schedule,

▪we put one cast at a time

▪while preserving the former schedule

•machine assignment of charge

•precedence relationship between charges

➢to achieve a good initial schedule

Overview
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Iterated Greedy Matheuristic

•Destruction & Construction (DC)

▪We select some charges to be rearranged

•DC cast (DA): charges in a cast

•DC charge (DH): charges in similar period

▪We rearrange selected charges
by solving an MIP model

•which is smaller than an MIP model
describing the whole problem

➢to find a better schedule

Overview

2022-02-14 Scheduling Seminar 38



Iterated Greedy Matheuristic

•IGM: Iterated Greedy Matheuristic

Overview

2022-02-14 Scheduling Seminar 39

IH → n * [DA → DH] → MI (MIP improvement)



Initial Heuristic
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Iterated Greedy Matheuristic

1 32 4 5 6 7 8 9Cast sequence:

1 3

2

1 3

2

1 2 3

time



Initial Heuristic
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Iterated Greedy Matheuristic

4 5 6

1 2 3

4 6 2

5 1 3

5 1 3

4 6 2

time

1 32 4 5 6 7 8 9Cast sequence:



Iterated Greedy Matheuristic

▪while preserving the former schedule

•machine assignment of charge

•precedence relationship between charges

Initial Heuristic
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5 1 3 8

4 6 2 7

1 3 85

64 2 7 9

1 2 3

4 5 6 7 8 9

time

1 32 4 5 6 7 8 9Cast sequence:



Iterated Greedy Matheuristic

DC Cast

2022-02-14 Scheduling Seminar 43

1

2

2

time

5 3 8

4 6 7

1 3 85

64 7 9

1 2 3

4 5 6 7 8 9

1 32 4 5 6 7 8 9Cast sequence:



Iterated Greedy Matheuristic

DC Cast
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1

2

2

time

5 3 8

4 6 7

1 3 85

64 7 9

1 2 3

4 5 6 7 8 9

: Charges to be rearranged

1 32 4 5 6 7 8 9Cast sequence:



Iterated Greedy Matheuristic

▪while preserving the other charges’ schedule

• machine assignment of charge

• precedence relationship between charges

DC Cast

7 8 9

1 2 3 4 5 6

1 3 8 5

2 7 4 6

1 3 8 5 6

2 7 4 9

time

1 32 4 5 6 7 8 9Cast sequence:

: Charges rearranged 
for better objective values
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DC Charge
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Iterated Greedy Matheuristic

4 5 6 7 8 9

1 2 3

1 3 8

2 7

1 3 8

2 7 9

5

6

5

6

4

: Time windows

time

4

1 32 4 5 6 7 8 9Cast sequence:

: Charges to be rearranged



DC Charge
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Iterated Greedy Matheuristic

7 8 9

2 3

3 8

2 7

3 8

2 7 9

: Time windows

time

1 32 4 5 6 7 8 9Cast sequence:

: Charges to be rearranged



Iterated Greedy Matheuristic

▪while preserving the other charges’ schedule

•machine assignment of charge

•precedence relationship between charges

DC Charge
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4 5 6 7 8 9

1 2 3

5 6 3 8

4 1 2 7

5 6 3 8

4 1 2 7 9

time

1 32 4 5 6 7 8 9Cast sequence:

: Charges rearranged 
for better objective values



4 5 6 7 8 9

1 2 3

5 6 3 8

4 1 2 7

5 6 3 8

4 1 2 7 9

time

Iterated Greedy Matheuristic

DC Charge
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1 32 4 5 6 7 8 9Cast sequence:

: Charges to be rearranged

: Time windows



Iterated Greedy Matheuristic

MIP(𝐽′) The MIP with restricted set of casts 𝐽′ ⊆ 𝐽

(e.g., MIP(𝐽) denotes the master MIP.)

𝜎 A partial or feasible schedule of MIP(𝐽) 

𝑍(𝜎) The obj. value of 𝜎 to a MIP (sub)problem 

ˆ · 𝜎 The value of a variable determined by 
solution 𝜎

𝑆𝑗
∗(𝜎) The starting time of cast 𝑗 in CC stage of 

solution 𝜎

Notation for the Heuristic
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Iterated Greedy Matheuristic

𝒫𝑋 The set of all precedence variables 

𝒜𝑌 The set of all machine assignment variables 

𝑋(or 𝑌) A variable in 𝒫𝑋 (or 𝒜𝑌)

𝒞fix A set of constraints that fix the values of 
particular 𝑋 and 𝑌 variables 

𝒞LB A set of lower bound constraints for the 
objective terms in the master MIP

𝑉𝑋(or 𝑉𝑌)  A set of 𝑋(or 𝑌) variables that are not fixed 
during an iteration 

Notation for the Heuristic
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Iterated Greedy Matheuristic

𝑇 A time limit for a MIP subproblem 

𝑅 The number of repeated runs of a heuristic 

𝜎, 𝒞, 𝑇 Control parameters in solving a MIP 

subproblem; 

𝜎 : a partial or a feasible incumbent solution
(∅ if not available), 

𝒞 : a set of additional constraints, and 

𝑇 : a time limit

Notation for the Heuristic
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Iterated Greedy Matheuristic

Algorithm
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Iterated Greedy Matheuristic

Algorithm

2022-02-14 Scheduling Seminar 54



Iterated Greedy Matheuristic

Algorithm
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Iterated Greedy Matheuristic

Algorithm
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Iterated Greedy Matheuristic

Algorithm
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Initial Heuristic

LB Computation

DC Cast

DC Charge



Experimental Results

•Random processing 
times

▪SM: 45~55 min

▪RF: 30~40 min

▪CC: 35~45 min

•Random routing

▪Each charge has a 2/3 
probability of skipping each 
RF stage

•Transportation time: 

▪10 min
between all machines

•Maximum waiting time: 

▪30 min

Test Data Summary
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Experimental Results

•Three problem sizes

▪small: 2~3 casts, 6~12 charges

▪medium: 3~4 casts, 15~24 charges

▪practical: 4~7 casts, 30~36 charges

•Total 90 problem instances

▪30 small-sized problems

▪30 medium-sized problems

▪30 practical-sized problems

Test Data Summary
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Experimental Results

•For IH, 

▪𝑇
IH

= 60 sec.

•For DC, 

▪𝑅DC = 4, 𝑅DA = 2, 𝑅DH = 1 

▪𝑇
DA

= 60 sec, 𝑇
DH

= 60 sec, 𝐷 = 90 min, ∆ = 45 min.

•For IGM, 

▪𝑇
IGM

= 600 sec.

Algorithm Parameters

2022-02-14 Scheduling Seminar 60



Experimental Results

•Iterated greedy matheuristic (IGM)

•Solving the whole MIP model (MIP)

•NSGA-II

•Simple genetic algorithm (GA)

Compared algorithms
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→ 10 minutes

→ 20 minutes



The average optimality gaps
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Experimental Results
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Example: obj. value and LB over time on a practical size
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Experimental Results



IH
9.19%

1-DA
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Avg. performance of IGM on practical size problems
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Experimental Results



Conclusion

•We consider a practical steelmaking-continuous 
casting scheduling problem.

•We establish a general Mixed Integer Program (MIP). 

•We propose an iterated greedy matheuristic (IGM),
utilizing MIP and it subproblems. 

•IGM performs very well on all different sizes. 
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Conclusion

•IGM may be applied to various problems
since it uses a MIP and its subproblems. 

•Practical hybrid flowshop scheduling problems
considering:

▪sequence-dependent setup times

▪precedence constraints

▪machine eligibility constraints

•Scheduling problems in more general machine 
environments (e.g., flexible job shop)
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Thank you

Kangbok Lee
POSTECH, South Korea


