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Summary

*We consider a practical steelmaking-continuous
casting scheduling problem.

*We propose an iterated greedy matheuristic(IGM),
an intuitive method to solve the problem.

*|GM performs well.
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Introduction

World crude steel production (in million metric tons)

Steel Production in the World

Millions of tonnes, annual
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Introduction

Pressure on Steelmaking Industry against Facility Expansion

i REUTERS Q

July 13, 2019:

China plans to toughen emission checks on
steel mills

from curbs already in place, an environment ministry official said
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Introduction

Pressure on Steelmaking Industry against Facility Expansion

= Bloomberg Green Subscribe

March 12, 2021;

ChinaPollution Crackdown Exposes
Rule Breakersin Top SteelHub

China’s top environmental official vowed to reinforce
pollution curbs after inspections found some steel
mills were violating output restrictions and faking
documents.

A team led by Huang Rungiu, the minister of ecology
and environment, on Thursday found four mills in the
steelmaking hub of Tangshan weren’t complying with
production cuts put in place to reduce heavy
pollution.
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Introduction

Importance of steel scheduling
*Expansion of conventional facility is limited
*New technology for steel industry is currently inviable.

> Efficient operation of existing facilities is still crucial.
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Introduction

Steel Production

1. Iron making

Image reference: POSCO website

(SCC) process is
typically the bottleneck
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Problem Description

SCC Process

4

lronmaking | Steelmaking Refining #1  Refining #2  Refining #3  Continuous Rolling
casting
- (SM) (RF1) (RF2) (RF3) (CO)

———————————————————————————————————————————
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Problem Description

SCC Process schedule example
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Required stages

1 1SM > cC
2 (SM>RFI> cC
Bl sM > RF1> RF3 > CC
Bl sM > cC
5 1SM> cC
6 1SM> RF2 > RF3 > CC

Casts: | 5]6]
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Problem Description

Required stages

SCC Process schedule example

1 [:SM >
"2 :SM>RFI> cC
Bl SM > RF1 > RF3 > CC
By SM >
[ 5 [:SM>
6 |:SM> RF2 > RF3 > CC

Casts: | 5]6]

&
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>
| 2
| 5 | 6 s

Charges in a cast are
continuously casted
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Problem Description

SCC Scheduling
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Problem Description

SCC Scheduling Problem
Parameters

Variables
*Objective

*Constraints
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Problem Description

SCC Scheduling Problem

*Parameters
=SCC environment
»Charge
=Cast: a sequence of charges

2022-02-14 Scheduling Seminar
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Problem Description

SCC Scheduling Problem: Parameters

sSCC environment

« Stages, machines, transportation time between stages

SM -

RF17

RF2 ]

v

RF3

CC]

v
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Problem Description

3 YRR

RF3 = CC

SCC Scheduling Problem: Parameters

»Charge

 Required refining stages (route), Proc. time on each machine
« Max waiting time, Due date (at the last stage)

SM | = >
g 3 |
RF1 ] :
RF2 R
RF3 | R
\ 4
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Problem Description

SCC Scheduling Problem: Parameters

=Cast: a sequence of charges

« Setup time at the last stage

before processing the first charge

SM -

RF17

RF2 ]

v

RF3

CC]

v
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Problem Description

SCC Scheduling Problem: Variables

*Machine assignment

=Completion time

Required stages

1 1SM > cC
2 (SM>RFI> cC
Bl sM > RF1> RF3 > CC
Bl sM > cC
5 1SM> cC
6 1SM> RF2 > RF3 > CC

Casts: (5]6]

SM 6 ‘ 5

RF1] :
RF2: —

RF3: :
cc: S
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Problem Description

SCC Scheduling Problem: Objective

*TO Minimize
=Cast breaks
=Total waiting time (between stages)
=Total earliness

sTotal tardiness
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Problem Description

SCC Scheduling Problem: Constraints

Constraints
»At most one charge at a time in each machine
»CC stage
*One CC machine for all charges in a cast
*No idle time in a cast in the CC stage
*Maximum waiting time (between stages)

2022-02-14 Scheduling Seminar
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Problem Description

Contribution to the Literature

Objectives Constraints Data Method
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Tang et al. (2002) I Ch W P 1 12 LR 222
Pacciarelli and Pranzo (2004) [ M (0] P 3 114 Heu 324
Bellabdaoui and Teghem (2006) I O M (¢] P C |1 8 MIP 6
Xuan and Tang (2007) I W W P 1 12 LR 623
Atighehchian, Bijari, and Tarkesh (2009) I M S | O R 1 108 | ACO4+NLP 300
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Sun and Wang (2013) I Ca S O O R 4 7 Heu -
Tang, Zhao, and Liu (2014) R M S o o P A 3 100 DE 60
Mao et al. (2014a) R O S S O P A2 120 LR 116
Mao et al. (2014b) I O | Ca S P 3 40 LR 176
Lietal. (2014) I O | Ca S P 3 120 FOA 20
Sbihi, Bellabdaoui, and Teghem (2014) I O S (0] R C |3 49 MIP o
Mao et al. (2015) I O 5 W P 2120 LR 54
Hao et al. (2015) I O w (8] P 1 900 PSO 150
Jiang et al. (2015) I O | Ca S O P C| 2 100 DE+VNS 400
Li, Pan, and Mao (2016) R O | Ca S P A1 120 FOA+IG 100
Pan (2016) I M S P 4 180 ABC 54
Longetal. (2016) I O | Ch S O P 2 - GA+LP 400
Jiang et al. (2016) I O S S O P C | 2 150 Heu 30
Yu, Chai, and Tang (2016) R O 5 O P A1 30 Heu -
Cui and Luo (2017) I O | Ca w P 220 LR 60
Jiang, Liu, and Hao (2017) I O | Ca S (8] P 2 120 GA+LS 600
Long, Zheng, and Gao (2017) R O | Ch W O P A| 2 66 GA+VNS 250
Sun et al. (2017) R O | Ch W P A2 40 LR 135
Fazel Zarandi and Dorry (2018) I O M S | O P 1 61 PSO+4LP 300
Jiang, Zheng, and Liu (2018) I S (o] P 1 150 CRO 330
Liet al. (2018) I M P 1 120 ABC 100
Long et al. (2018a) I S (8] P A 5 104 GA -
Long et al. (2018b) I O M S O P A |5 140 GA 450
Peng et al. (2018) R O | Ca S P A |1 240 ABC 10
Sbihi and Chemangui (2018) I O M (¢] R C |1 49 GA+LP 1800
Cui, Luo, and Wang (2020) I O | Ca w P 1 45 LR 150
Peng et al. (2020) R O | Ca S P 1 120 ICA+LS 30
Han et al. (2021) I W W O P 3 62 LR 1200
This paper (2021) 1 Ch S50 O R 336 1G+MIP 600
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Problem Description

Contribution to the Literature

34 papers in 2002- 2021
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Problem Description

Contribution to the Literature

5 Categories for analysis

Assumption Problem Experiment
A A
Objectives Constraints Data Method
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Problem Description

Contribution to the Literature: Assumption

Problem Type Ca-CC fix:
=|nitial schedule =The assignment of cast —
sReschedule the machine in CC stage is

given

2022-02-14 Scheduling Seminar

24



Problem Description

Contribution to the Literature: Assumption

‘Problem Type
u|nitial schedule
sReschedule

In this paper
‘Problem Type

=|nitial schedule
=Roschedule

«Ca-CC fix;
=The assignment of cast —

the machine in CC stage is
given

«Ca-CC fix;
=The assignment of cast —
| e in CC .
ghven

2022-02-14
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Problem Description

Contribution to the Literature: Problem & Experiment

*ODbjectives Data
»E&T (Charge, Cast) »# RF stages (1-5)
=Completion time (Cy,., ZC)) *Max charges (7-900)

»\Waiting time (Max, Sum)

«Constraints *Method
=Max waiting time =Algorithm
«Diff. Ch routes =Time limit (sec)

*MC uniformity
sControllable time

2022-02-14 Scheduling Seminar 26



Problem Description

In this paper

*Objectives
»E&T (Charge)
C ation t

=\Waiting time (Sum)

«Constraints
*Max waiting time
=Diff. Ch routes
=*MC uniformity (unrelated)

= ontrollable fime

*Data
»# RF stages (3)
*Max charges (36)

*Method
=Algorithm: IG+MIP
=Time [imit (600 sec)

2022-02-14
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Problem Description

Contribution to the Literature

«Combination of practical elements that makes the
poroblem hard

»Charges w/ different routes
(5/34 w/ # of RF stages >3)

*Maximum waiting time constraints

=Minimizing Total waiting time
(5/34 w/ waiting time as both objective and constraints)

*Minimizing Total earliness & Total tardiness
(4/34 w/ Charge level £/T)

2022-02-14 Scheduling Seminar
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MIP Formulation

Notation: Parameters

S

The sequence of all stages, S = {1,2,...,1,..., L}

where L is the last stage for CC
The set of all casts, J ={1,2,..., ], ..., m}

where m is the number of casts

The set of all charges, 2 = {1,2,....k,...,n}
where n is the number of charges

The sequence of charges in cast j, Q; := {Q;[1],Q;[2], ..., Q;[n;]|}
where n; is the number of charges in cast j (Vj € J)

The set of pairs of two consecutive charges in cast 7,

Q; = {(Q[r], Y[k +1]) : k€ {1,2,...,n; —1}} (Vj € J)

2022-02-14
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MIP Formulation

Notation: Parameters

Sk The sequence of stages in charge k’s route,

S = {Sk[1], Sk[2], ..., Sk[ck]}

where cj is the number of stages in charge k’s route (Vk € Q)

and Si[1] = 1,S8g[ck] = L

Sk The set of pairs of two consecutive stages in the route of charge k,
Sk = {(Sklo Sklp+ 1) s p € {1,2,.rcx — 11} (Vh € Q)
M, The set of machines at stage [ (VI € S)
Dik The processing time of charge k£ on machine i (Vk € Q,i € |J;c s, Mi)

Tis The transportation time from machine i to i’ (Vi,i’ € Ule s M)

2022-02-14 Scheduling Seminar 30



MIP Formulation

Notation: Parameters

Tkl

The earliest release time of charge k at stage [ given as
re1 =0 and 1y = T + mingens, e, {Pik + Tir }
(Vk € Q, (1,1') € Sk)

The setup time of cast 7 on machine ¢ at the last stage
(Vj e J,ie Mp)

The due date of charge k at the last stage (Vk € Q)

The maximum waiting time

Coefficients of penalty for

(cast break / waiting time / earliness / tardiness)

A sufficiently large number

2022-02-14

Scheduling Seminar
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MIP Formulation

Notation: Variables

________

\

________

————————

________

________

________

________

________

__________

__________

1 if charge k precedes charge k£’ on the same machine at stage [, and
0 otherwise Vk, k' € Q, k# k', 1 € SpNSy  Precedence variable

1 if charge k at stage [ is assigned to machine 7, and

0 otherwise Vk € Q.1 € Sk, i € M| assignment variable

The completion time of charge k at stage [ Vk € 0, [ € S},

The idle time between charge k and its following charge

at the last stage Vk € Q\ Ujes{Q;[n;]}  Ux >0 = cast break
The waiting time of charge k Waiting time
between stage [ and the next stage !’ in its route

Vk € Q, (L1 € Sk

The earliness / tardiness of charge k Vk € €2 Earliness / Tardiness

2022-02-14
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MIP Formulation

Minimize
""" n—1 a1
Z > Ug, o +ﬂ2 Z Z Wi.s.| ]+ws ZEHM ZT&
JEJ k=1 kEQ p=1 keQ ; L keQ |
'Cé's'i"b'fé'é'li"' "i/'\'/'é]'t'{h'g"f{r'ﬁé‘ Eé}f'l]'ri'é'ss T'é'r'd' iness

Subject to

> ien Yir =1 Vk € Q,1 € S

X1 + Xt = Yigg + Y — 1 Vi E e Q k<K 1leS.NSy,ie M,
Xppt + Xy <1 — (Yig — Yipr)  VEE €e QE#K,1€8,NSy, i€ M,
Yirr = YieL vj e J, (kK €Qjie M

~~

X =1 Vi e J, (k, k’) - Qj

2022-02-14 Scheduling Seminar
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MIP Formulation

Subject to
Cri 2 Tkt + ik - Yig Vk € (1 € St € M, (7)

Crnt — Cri 2 piy — Q2 — Yipy — Yien + Xprwr) (8)
VE K e QU kE#K,1€8.NSk.ie€ M,

Crr — Crr = (pir + 8ij7) — Q(2 — Yikr — Yirr + Xikr) 9)
vjaj! € Ja ] 7& j!'}i S ﬂ{La (kak!) — (Qj[nj}aﬂj’[l])

Crir — (Cri + Wii) > (7ir + pirk) — Q(2 — Yirr — Yigr) (10)
Ve Q,(I,I) € Sg,i € My, i’ € My
Crr — (Cri + Wiy) < (132 + pirk) + Q(2 — Yirg — Yirkr) (11)

Yk e Q, (1,1 € S,ie M,i' € My
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MIP Formulation

Subject to

Up — (Crp — Crr — pirr) 2 —Q(1 — Yiprr)

T, — Ep =Cyp — dp VEk € Q)

Wit < Winax Vk e Q,le S\ {L}

X € {0,1} Vi, E e Qk£E.1€ 8, NS
Yirt € {0,1} Vk e Q,l e Sk,ic M,

Cr 20 Yk € Q1€ Sy

Wi >0 Vk e Q1 e S\ {L}

Up >0 Vk € 2\ Ujes{Q[n;]}

Ep, Tk 2 0 Vk €

2022-02-14 Scheduling Seminar



lterated Greedy Matheuristic

Overview

Lower Bounds
»Consider a subproblem with a single cast (i.e.,, MIP({j}) j € ]).
=Let g; be the optimal solution of MIP({j}) .

=Valid LBs: (assuming no cask breaks in MIP({j}))

C;c—l
w2 ) Y Wisg tmse Y Eptma ) T 2 Z(o)
ke2; p=1 kel kel

=Let 57 (07) be a desired starting time for cast j at CC stage.

=Sort the casts in a non-decreasing order of S;'(o;) for the
algorithm.
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lterated Greedy Matheuristic

Overview

eInitial heuristic (IH)
=On the empty schedule,
=we put one cast at a time
=while preserving the former schedule
*machine of charge
relationship between charges
»10 achieve a good initial schedule
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lterated Greedy Matheuristic

Overview

*Destruction & Construction (DC)
"\We select some charges to be rearranged
«DC cast (DA): charges in a cast
*DC charge (DH): charges in similar period

=\We rearrange selected charges
by solving an MIP model

which is smaller than an MIP model
describing the whole problem

>to find a better schedule

2022-02-14 Scheduling Seminar
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lterated Greedy Matheuristic

Overview

*|GM: Iterated Greedy Matheuristic

2> n*[DA 2 | =2 (MIP Improvement)

2022-02-14 Scheduling Seminar
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lterated Greedy Matheuristic

Initial Heuristic Cast sequence: | 1 | 2

v

v

0 time

2022-02-14 Scheduling Seminar
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lterated Greedy Matheuristic

Initial Heuristic

Cast sequence:

1

time

2022-02-14
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lterated Greedy Matheuristic

Initial Heuristic
=swhile
*machine
re

Castsequence: |1 |2 |3 | 4|5 6

the
of charge
ationship between charges
4 6 | 2 9
1 : I
4 ’
5 s [IEH
1 2 3
4 5 6 7 8 9

time
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lterated Greedy Matheuristic

DC Cast Castsequence: [1 ] 2]3] 4]s5]6 K

v

4 6 2

BERNN

v

—
N

3

4 5 6 7 8 9

0 time
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lterated Greedy Matheuristic

DC Cast Castsequence: |1 2 3 |45 6| M
o
4 dts 2 R (o]
: Charges to be rearranged L5 1 3 “
AR
N s
1 2 3
L4 1516 78 9
0) tir;e
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lterated Greedy Matheuristic

DC Cast Castsequence: |1 |2 3| 4 5 7 9
= while the
* machine of charge
relationship between charges
] N _ - Il
. Ch d 1 T 2 B - P !
for k?g?teesr ;etfjg?t?\?eevalues 1 ’ n—---s---'---?---' >
2 a4 el
IR - BNEN
(NI 0 T A
7 8 9
0 tir;e
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lterated Greedy Matheuristic

DC Charge Cast sequence: | 1 7 9
: Charges to be rearranged
: Time windows
time
2022-02-14 Scheduling Seminar 46



lterated Greedy Matheuristic

DC Charge Castsequence: | 112 3 |4 5 s [ENEBE

________

________

: Charges to be rearranged

- Time windows

v

v

time

o b
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lterated Greedy Matheuristic

DC Charge Castsequence: [1 ] 2]3] 4]s5]6 K

=while the
*machine assignment of charge
*precedence relationship between charges

-

« 2] 2 I [ 9 ]
: Charges rearranged 5 6 T 3
for better objective values | —————------- ) “ N

s T

BERNCINIE N

1 2 3
4 5 6 7 8 9
0 time
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lterated Greedy Matheuristic

DC Charge Castsequence: |1 | 2 3 |4 5|6 [N 9
: Charges to be rearranged
: Time windows
9
time
2022-02-14 Scheduling Seminar 49



lterated Greedy Matheuristic

Notation for the Heuristic

()7

Sj* (o)

The MIP with cJ
(e.g., MIP(J) denotes the master MIP.)

A partial or feasible schedule of MIP(J)
The of o to a MIP (sub)problem

The value of a variable determined by
solution o

The starting time of cast j in CC stage of
solution o

2022-02-14
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lterated Greedy Matheuristic

Notation for the Heuristic

PX The set of all

AY The set of all machine
X(orY) A variable in P (or A")

chix A that fix the values of
particular X and Y variables
cLB A for the

objective terms in the master MIP

VX(or VY) A set of X(or Y) variables that are not fixed
during an iteration

2022-02-14 Scheduling Seminar

51



lterated Greedy Matheuristic

Notation for the Heuristic

T A time limit for a MIP subproblem
R The number of repeated runs of a heuristic

(o,¢,T) Control parameters in solving a MIP
subproblem;

o : a partial or a feasible
(2 if not available),

C : a set of ~and

T:a

2022-02-14 Scheduling Seminar
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lterated Greedy Matheuristic

Algorithm

Algorithm 1: Lower bound computation (LC).

Input : A set of casts J
Output: CB, a rearranged sequence of casts .J’

begin

cLB :

for 7 in J do
o < 'Solve MIP({j});
cLB <: LB _{_E_q_(il_)/} o Y D Wesi T3 ) Betma- 3 Te > Z(0))

ke); p=1 keQ; ke,

J' < Sort J according to the non-decreasing order of S}‘(Jj) for 7 € J;

return C-B, .J’/
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lterated Greedy Matheuristic

Algorithm

Algorithm 2: Initial heuristic (IH).

Input : A sorted list of casts J, a time limit 70
Output: A feasible solution o of the master MIP
begin

Cix + &, O  g;

for j in J do

for X in {kag,kag k€ Qj,kf e Q XUQJ\{k} INS Skr“lSk:} do
Clix  Cix y {X = X7}

for Y in {Y;k,g 1k € Qj,l €St € Afg} do
Clix  Cix U {y =Y}

Qi Oy Qy;

return o

2022-02-14 Scheduling Seminar
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lterated Greedy Matheuristic

Algorithm

Algorithm 3: DC-cast (DA).

Input : A feasible solution o, CVB, TPA

Output: An improved solution o*

begin

Sort J in the non-decreasing order of S7(o);

0"+ o;

for 7 in J do

VX < {Xpprt, Xpa 1 k € Q,k € Q\ {k},1 € Sc N Spr };
VY «— {Yip 1 k€ Q5,1 € Sgyi € My

L R e e e e e e e R

return o*

2022-02-14 Scheduling Seminar
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lterated Greedy Matheuristic

Algorithm

Algorithm 4: DC-charge (DH).

Input : A feasible solution o, D, A, C'B, TPH
Output: An improved solution o*

begin

0 «+ d(o) by (22);

for [ in S do

while 31 € S such that t; < C;(0*) do

QP « {k: k € Q,31 € S such that CF, € [t7,t]};

VX A X, Xiwg k€ QP K € Q\ {k},1 € S NSp };
VY « (Vi : ke QP l e S ie M},

S iy ==
0" ISolve MIP(J) with (¢*, C™* U C"®, TPH); !
for [ ir§do———~—~""-—----------- g

|t 85] = [t + A 15 + A,

return o*

Cix e (X=X : X ePX\VXIUu{Y =Y :Y e AV \ VY]
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lterated Greedy Matheuristic

Algorithm

Algorithm 5: Tterated greedy matheuristic (IGM).

Input :.J, T'H RDC RDA TDA pRDH TDH p A TIGM

Output: A feasible solution o

begin

CLB.J « LC(J);

o« TH(J ,TH);

repeat RPC times
repeat RP* times o + DA(o,C"B, TPA) until not improved;
repeat RP™ times o < DH(o, D, A,CMB, TPH) until not improved:;

until not improved

o« Ml(o, C'B, T'GM _ Elapsed time);

return o

2022-02-14 Scheduling Seminar
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Experimental Results

Test Data Summary

*Random processing *Transportation time:
times =10 min
sSM" 45~55 min between all machines
*RF: 30~40 min
=CC: 35~45 min *Maximum waiting time:
=30 min

*Random routing

*Each charge has a 2/3
probability of skipping each
RF stage
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Experimental Results

Test Data Summary

*Three problem sizes
=small: 2~3 casts, 6~12 charges
="medium: 3~4 casts, 15~24 charges
=practical: 4~7 casts, 30~36 charges

Total 90 problem instances
=30 small-sized problems
»30 medium-sized problems
=30 practical-sized problems
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Experimental Results

Algorithm Parameters

*For IH,

—IH
«T =60 sec.

For DC,
"RPC = 4 RPA =2 RPH =1

—DA —DH ) .
o7 =60sec, T =060sec, D =90 min, A = 45 min.

For IGM,

—IGM
uT = 600 sec.
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Experimental Results

Compared algorithms

*lterated greedy matheuristic (IGM) > 10 minutes

N

Solving the whole MIP model (MIP)

*NSGA-II > 20 minutes
Simple genetic algorithm (GA)
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Experimental Results

The average optimality gaps

30%
] MIP
25% —25.10%
GA
a 20% 6.12%
> NSGA-I] -
> o
= 15% A 2.29% 9.97%
% o 2.87% - /NSGAI
0 _ -z : 0
O N257A0/-|| S e
5o N =" IGM
6 MIP 5.03%
0.00%
0o, IGM
0.00%

Small Medium Practical

—IGM
MIP

= = NSGA-II

- -GA
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Experimental Results

Example: obj. value and LB over time on a practical size
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.g — — — = "
5 30001 =
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Experimental Results

Avg. performance of IGM on practical size problems
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Conclusion

*We consider a practical steelmaking-continuous
casting scheduling problem.

«We establish a general Mixed Integer Program (MIP).

*We propose an iterated greedy matheuristic (IGM),
utilizing MIP and it subproblems.

|GM performs very well on all different sizes.
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Conclusion

*|GM may be applied to various problems
since it uses a MIP and its subproblem:s.

*Practical hybrid flowshop scheduling problems
considering:
"sequence-dependent setup times
=precedence constraints
=machine eligibility constraints

Scheduling problems in more general machine
environments (e.g., flexible job shop)
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Thank you

Kangbok Lee

POSTECH, South Korea




